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Abstract— In the RoboCup soccer humanoid league 
competition, the vision system is used to collect various 
environment information as the terminal data to finish the 
functions of object recognition, coordinate establishment, robot 
localization, robot tactic, barrier avoiding, etc. Thus, a real-time 
object recognition and high accurate self-localization system of 
the soccer robot becomes the key technology to improve the 
performance.  In this work we proposed an efficient object 
recognition and self-localization system for the RoboCup soccer 
humanoid league rules of the 2009 competition. We proposed two 
methods : 1) In the object recognition part, the real-time vision-
based method is based on the adaptive resolution method (ARM). 
It can select the most proper resolution for different situations in 
the competition. ARM can reduce the noises interference and 
make the object recognition system more robust as well. 2) In the 
self-localization part, we proposed a new approach, adaptive 
vision-based self-localization system (AVBSLS), which uses the 
trigonometric function to find the coarse location of the robot 
and further adopts the measuring artificial neural network 
technique to adjust the humanoid robot position adaptively.  The 
experimental results indicate that the proposed system is not 
easily affected by the light illumination. The object recognition 
accuracy rate is more than 93% on average and the average 
frame rate can reach 32 fps (frame per second). It does not only 
maintain the higher recognition accuracy rate for the high 
resolution frames, but also increase the average frame rate for 
about 11 fps compared to the conventional high resolution 
approach and the average accuracy ratio of the localization is 
92.3%.

     
Keywords- RoboCup; Real-Time; Object Recognition; Adaptive 

Resolution Method; Self-Localization. 

I.  INTRODUCTION 
RoboCup [1] is an international joint project to stimulate 
researches in the field of artificial intelligence, robotics, and 
related fields. According the rules of RoboCup for 2009 in the 
humanoid league of kid size [2], the competitions take place 
on a rectangular field of 600×400 cm2 area, which contains 
two goals and two landmark poles, as shown in Fig. 1. The 
objects of the goals and landmark poles are the most critical 
characteristics in the field, and they are also the key features 
which we have to pay attention to. 

 

 
Fig. 1: The field of the competitions [2]. 

 
Generally speaking, 1) object recognition uses object 

features to extract the object out of the picture frame, and thus 
color [3]-[4], shape [5]-[6], contour [7]-[9], texture, and sizes 
of object features are commonly used. Because the object 
color is distinctive in the contest field, we mainly choose the 
color information to determine the critical objects. Although 
this approach is simple, the real-time efficiency is still low. 
Because there is much information to be processed in every 
frame for real-time consideration, Sugandi et al. [10] proposed 
a low resolution method to reduce the information. It can 
speed up the processing time, however the low resolution 
results in a shorter recognizable distance and it may increase 
the false recognition rate. In order to improve the mentioned 
drawbacks, we propose a new approach, adaptive resolution 
method (ARM), to reduce the computation complexity and 
increase the accuracy rate. 2) Self-localization is one of the 
most important issues of a humanoid soccer robot. In this 
work we use the landmarks assigned for 2009 RoboCup soccer 
field for humanoid kid-size soccer robot [2] as the location 
reference. The humanoid soccer robot has a single camera 
vision system with pan/tilt motors on the head. As soon as the 
humanoid soccer robot detects one of the landmarks, the self-
localization system starts to localize itself. During the self-
localization process, the robot has to measure the distance 
between the landmark and the robot itself, and the IBDMS 
(image-based distance measuring system) [11]-[12] technique 
can be applied to measure the distance. However, there exist 
distortions in the CCD camera and we need to adjust the 
coarse data to find a more accurate distance. Based on these 
concepts, we propose a self-localization system, adaptive 
vision-based self-localization system (AVBSLS), for the 
humanoid soccer robot for the 2009 RoboCup contest. 
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The rest of this paper is organized as follows. Section 2 
describes the proposed approaches, ARM and AVBSLS. The 
experimental results are shown in Section 3. Finally, the 
conclusions and future works are outlined in Section 4. 

II. THE PROPOSED METHOD 
The proposed object recognition and self-localization system 
for the humanoid robot consists of the following blocks: image 
input procedure, coordinate establishment procedure, object 
recognition procedure, self-localization procedure, and 
coordinate output procedure. The procedure flow chart is 
shown in Fig. 2. 
   The information of the soccer field is displayed by a 2-D 
manner to facilitate the description of the soccer field. In the 
detection of the object recognition, it converts the RGB 24-bit 
color images captured from the camera into the HSV color 
model information, and uses the adaptive resolution method 
(ARM) to select one threshold value to find the binary image. 
It removes noise in the image through the image post-
processing to increase the accuracy and completeness of the 
object recognition. Then, based on the feature of binary image, 
it can determine whether the condition is in the target site or 
not. If it is, it starts to estimate the distance between the 
humanoid robot and landmark. Finally, the estimated 
information will be displayed by the 2-D coordinate manner 
and get the location coordinates of the humanoid robot in the 
contest field.  
 

 
Fig. 2: The AVBSLS flowchart for the humanoid robot.

 

A. Image Input and Coordinate Output Procedures 
The procedure of the image input and robot coordinates 

output is shown in Fig. 3. In this procedure, the captured 
image, RGB 24-bit image, is with resolution of 320 × 240 
pixels. 

In order to get accurate location results, the camera is set 
with a fixed focal length, and its value is not much concerned 
to the positioning system. The image data are thus processed 
and analyzed by the self-localization procedure to find the 
current coordinates of the humanoid robot. 

 
Fig. 3: The architecture flow chart.    

  

B. Coordinate Establishment Procedure  
Before processing the localization procedure, we must 

establish two appropriate coordinate systems, “absolute 
coordinate system” on the field and “relative coordinate 
system” in the image. It needs four steps to establish the 
absolute coordinate system: 1) to estimate the sizes of the field 
and robot; 2) to find the interested position in the soccer field; 
3) according to the proportion of the robot in the field to adjust 
the value in each block; 4) to divide the field into several 
blocks with the same size and assign the interested position as 
the center block. Through these coordinate systems, the 
location of the robot, landmark, and goal can be located 
explicitly. 

C. Object Recognition Procedure  
C.1. Color Based Object Recognition Method 

The flow chart of a traditional color recognition method is 
shown in Fig. 4. The RGB color model [13] comes from the 
three additive primary colors, red, green, and blue. The RGB 
color model can describe all colors by different proportion 
combinations. Because the RGB color model is not explicit, it 
can be easily influenced by the light illumination and make 
people select error threshold values.  

An HSV color model [13] relates the representations of 
pixels in the RGB color space, which attempts to describe the 
perceptual color relationships more accurately than RGB. 
Because the HSV color model describes the color and 
brightness component respectively, the HSV color model is 
not easily influenced by the light illumination. The HSV color 
model is therefore extensively used in the fields of color 
recognition. The HSV transform function is shown in 
equations  (1)-(3) as follows: 
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In equations (1)-(3), H is hue, and its range is 0°~360°; S 

means saturation, and its range is 0~1; V represents value, and 
its range is 0~255. The RGB values are confined by (4): 

 
  

min( , , ); min( , , )MAXC MAX R G B C R G B	 	   (4) 
 

where CMAX is the maximum value in the RGB color 
components, and Cmin is the minimum value in the RGB color 
components. Hence, we can directly make use of H and S to 
describe a color range of high environmental tolerance. It can 
help us to obtain the foreground objects mask M(x, y) by the 
threshold value selection in (5).         
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where ThdH, ThdS, and RH are the threshold of hue, threshold 
of saturation, and the range of hue respectively by manual 
setting. The foreground object mask usually accompanies with 
the noise, and we can remove the noise by the simple 
morphological methods, such as dilation, erosion, opening, 
and closing. It needs to separate the objects by labeling when 
many objects with the same colors are existed in the frame. 
The following procedures are the operation flow for labeling:  
Step 1: Scan the threshold image M(x,y). 
Step 2: Give the value  Labeli

color to the connected component 
Q{n} of pixel(x,y). 

Step 3: Give the same value  Labeli
color(x,y) to the connected 

component of Q{n}. 
Step 4: Until no connected component can be found. 
Step 5: Update  Labeli

color , i = i+1. Then go to Step 1 and 
repeat Steps 2-4. 

Step 6: Completely scan the image. 
By using the procedure mentioned above, the objects can be 

extracted. Although this method is simple, it is only suitable 
for low frame rate sequences. For a high resolution or noisy 
sequence, this approach may need very high computation 
complexity. 

 

 
 

Fig. 4: The flow chart of the traditional color recognition method. 
 

C.2. Low Resolution Method 
For overcoming the above-mentioned problems, several 

approaches of low resolution method were proposed [10][14]. 
The flow chart of a general low resolution method is shown in 
Fig. 5. Several low resolution methods, such as the approach 
of applying 2-D Discrete Wavelet Transform (DWT) and the 
using of 2×2 average filter, were discussed. Cheng et al. [14] 
applied 2-D DWT for detecting and tracking moving objects 
and only the LL3-band image is used for detecting motion of 
the moving object. Because noises are preserved in high-
frequency, it can reduce computing cost for post-processing by 
using the LL3-band image. This method can be used for 
coping with noise or fake motion effectively; however the 
conventional DWT scheme has the disadvantages of 
complicated calculation when an original image is 
decomposed into the LL-band image. Moreover if it uses an 
LL3-band image to deal with the fake motion, it may cause 
incomplete moving object detecting regions. Sugandi et al. [10] 
proposed a simple method by using the low resolution concept 
to deal with the fake motion such as moving leaves of trees. 
The low resolution image is generated by replacing each pixel 
value of an original image with the average value of its four 
neighbor pixels and itself as shown in Fig. 6. It also provides a 
flexible multi-resolution image like the DWT. Nevertheless, 
the low resolution images generated by using the 2×2 average 
filter method are more blurred than that by using the DWT 
method, as shown in Fig. 7. It may reduce the preciseness of 
post-processing (such as object detection, tracking, and object 
identification), because the post-processing depends on the 
correct location of the moving object detecting and accuracy 
moving object. 

In order to detect and track the moving object more 
accurately, we propose a new approach, ARM, which is based 
on the 2-D integer symmetric mask-based discrete wavelet 
transform (SMDWT) [15]. It does not only retain the features 
of the flexibilities for multi-resolution, but also does not cause 
high computing cost when using it for finding different 
subband images. In addition, it preserves more image quality 
of the low resolution image than that of the low resolution 
method [10]. 
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Fig. 5: The flow chart of a general low resolution method. 

 

 
Fig. 6: Diagram of the 2×2 average filter method. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 7: Comparisons of low resolution images. (a) Original image (320×240). 
(b) Each subband image with DWT from left to right as 160×120, 80×60, 
and 40×30, respectively. (c) Each resolution image with the 2×2 average 
filter method from left to right as 160×120, 80×60, and 40×30, 
respectively. 

C.3. Adaptive Resolution Method (ARM)
ARM takes the advantage of the information obtained from 

the camera and motor of the robot  to know the object distance 
and chooses the most proper resolution. The operation flow 
chart is shown in Fig. 8. After HSV color transformation, 
ARM has two operation modes, manual mode and tracking 
mode. The manual mode can let us manually choose the 
resolution. The high resolution approach brings a better 
recognizable distance but with a slower running speed. On the 
other hand, the low resolution approach brings a lower 
recognizable distance but with a faster running speed. When 
we get the information from the motor angle, we can convert it 
as the “sel” signal through the adaptive selector to choose the 
appropriated resolution. The “sel” condition is shown in (6). 

 

           ball thd2 b

thd1 ball thd2

ball thd1

sel = 0 (Do Nothing),  if D D f 1
sel = 1 (1-Level DWT), if D D D
sel = 2 (2-Level DWT), if D D

� 	�

 � ��

 ��

�
         (6) 

 
The relationship between the resolution and the distance of 

the ball is described in Table 1. According to Table 1, we can 
conclude a distance equation as follows: 

 
Dball = Hcam × tan �m                     (7) 

 
where Hcam is the height of the camera place, and �m  is the 
information of the motor angle. In (6), Dthd1 and Dthd2 are the 
threshold values for the recognizable distance and are set to 
0.6 and 2.5, respectively. Dball is the distance between the 
robot and ball that obtained from (7). In order to obtain more 
accurate Dball, we have to keep the ball in the center of the 
frame to reach the function of ball tracking. If the ball 
disappears in the frame, the flag fb is set to 1. At the same time, 
the frame changes into the original size to have a higher 
probability to find out the ball. Since the sizes of the other 
critical objects (such as goal and landmark) in the field are 
larger than the ball, they can be recognized easily. Fig. 9 
shows the results of different resolutions after the threshold 
processing. 

 

 
 

Fig. 8: The flow chart of ARM. 
 

Table 1: The relationship between the resolution and the distance of  the ball. 

Resolution Run time 
(sec) 

Frame rate 
(fps) 

Recognizable
distance(m) 

320×240 0.072 13.8 3.8 
160×120 0.041 24.4 2.6 
80×60 0.034 29.4 0.8 
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(a)                                 (b)                              (c) 

Fig. 9: The results after the threshold-processing under the resolution (a) 
320×240. (b) 160×120. (c) 80×60. 

 
C.4. Sample Object Recognition Method 

According to the above-mentioned color segmentation 
method, it can fast and easily extract the orange ball in the 
field, but it is not enough to recognize the goals and landmarks. 
The colors of the goals and landmarks are yellow and blue, 
and by color segmentation the extraction of goals and 
landmarks may not be correct as shown in Fig. 10. Therefore 
we have to use more features and information to extract them. 
Since the contest field is not complicated, a simple recognition 
method can be used to reduce the computation complexity. 
The landmark is a cylinder with three colors. One of them the 
upper and bottom layers are yellow, and the center layer is 
blue; this one is defined as the YBY-landmark. The color 
combinations of the other one are in contrast to the previous 
one, and the landmark is defined as the BYB-landmark. The 
labels of the BYB landmark can be calculated by (8):  
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where  Labeli

color(x,y) is the pixel of the i-th blue component in 
a frame, Xmin the minimum value for the object i at the x 
direction in the frame, Xmax the maximum value, Ymin and Ymax 
the minimum value and the maximum value at y direction 
respectively, and Yc the center point of the object at the 
vertical direction. The threshold value � is set as 15. The YBY 
landmark is in the same manner as the BYB landmark. The 
landmark is composed of two same color objects in the 
vertical line, and the center is in different color. If it can find 
an object with this feature, the system can treat this object as 
the landmark.  (9) is used to define the label of the ball:  
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where  Labeli

color(x,y) is the pixel of the s-th orange 
component in a frame. Since the ball is very small in the 
picture frame, in order to avoid the noise, the ball is treated as 
the maximum orange object and with a shape ratio of height to 
width approximately equal to 1. Here �1 and �2 are set to 0.8 
and 1.2, respectively. The goal recognition is defined in (10).  
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where  is the pixel of the m-th blue component in 
a picture frame. Since the blue goal is composed of the blue 
object and the shape ratio of the height to the width is greater 
than 1.2, the parameter � is set as 1.2. The yellow goal is in the 
same manner as the blue goal. 
 

  
Fig. 10: False segmentation of the landmark. 

D. Self-Localization Procedure  
  For self-localization, we proposed a new approach, adaptive 
vision-based self-localization system (AVBSLS), and 
AVBSLS consists of six steps. The operation flow of this self-
localization mechanism is shown in Fig. 11. The details of the 
self-localization operations are described in the following 
subsections. 

 
Fig. 11: The flowchart of self-localization procedure. 

 
D.1. Landmark Searching 

In the initialization of the orientation, the robot keeps 
searching one of the landmarks until finding it. Finally, it will 
mark five feature points, upper left (X1,Y1), upper right (X2,Y2), 
lower left (X3,Y3), lower right (X4,Y4), and center (XC,YC), for 
the landmark in the image, as shown in Fig. 12. According to 
the five feature points, the horizontal length FH and vertical 
length FV for the landmark in the frame can be found. To get 
robust FH and FV, the landmark shape will be completely 
displayed in the frame, as shown in Fig. 13(b). Figs. 13(a) and 
13(c) show the incomplete landmarks with partial landmark 
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displayed in the frame. In order to insure the completeness of 
the landmark, the pixel values between the edge of the 
landmark and the edge of the frame should be greater than 
some appropriate values.  

 

 
Fig. 12: The process to mark the upper left, upper right, lower left, lower 

right,and center of the landmark. 
 

 
                (a)                               (b)                             (c) 
Fig. 13: Landmark searching (a) incomplete landmark, (b) complete landmark, 

(c) incomplete landmark. 
 

D.2. Distance Mode Selection 
According to the distance between the robot itself and the 

landmark, it is classified into three modes, near mode, mid 
mode, and far mode. During the self-localization process the 
pan motor can move randomly but the tilt motor is fixed in the 
center position. Fig. 14 shows the landmark images when the 
robot is very close to the landmark. In this situation, both FV’s 
of the landmarks are indistinguishable and FH can be used to 
find the distance between the robot itself and the landmark, 
and this range is classified as the near mode. If the distance 
between the robot itself and the landmark is far excessively 
(more than 400cm for example), FH’s and FV’s for different 
landmarks are indistinguishable and Fig. 15 shows the 
situation.  This distance range is classified as the far mode. If 
the distance between the robot itself and the landmark is in 
between the near mode and far mode, it is classified as the mid 
mode. Fig. 16 shows the images of the landmarks in the mid 
mode. In the mid mode situation, FH’s are indistinguishable 
but FV’s are distinguishable, and therefore FV can be used to 
find the distance between the robot itself and the landmark. 

      
 (a)                                       (b) 

Fig. 14: The land mark images with distances of (a) 30cm and (b) 50cm. The 
(FH, FV) are equal to (a) (104,238), (b) (155,238) pixels in the frame. 

 

      
 (a)                                        (b) 

Fig. 15: The landmark images with distances of (a) 410cm and (b) 450cm. 
The (FH, FV) are equal to (a) (14,38), (b) (14,38) pixels in the frame. 

 

     
(a)                             (b)                             (c) 

Fig. 16: The images of the landmark with distances of (a)  200cm, (b) 
210cm,and (c) 250cm. The (FH, FV) are equal to (a) (28,80), (b) 
(28,77), and (c) (27,71) pixels in the frame. 

 
D.3. Landmark Calibration in the Frame 

Because the pan motor can move arbitrarily, the landmark 
may appear in any position in the frame. However, the 
nonlinear factors, such as the lens distortion of the CCD 
camera and the influence of the brightness of light may cause 
the divergence of the captured images. With the same distance 
between the robot itself and the landmark but the landmark in 
different positions of the frame, the pixel sizes of the 
landmarks are different and Figs. 17 and 18 show the features. 
Here we use the statistical approach to calibrate the size of the 
captured landmark. 

 

 
Fig. 17: With the same distance from the robot to the landmark, the (FH,FV) of 

the landmark at left, middle, and right positions of the frame are 
(86,227), (80,219), (87,223) pixels, respectively. 

 

  
(a) 

  
(b) 

  
(c) 

Fig. 18: The landmarks at the same position in the frame with different 
distance of (a) 50cm, (b) 100cm, and (c) 200cm have variations of FH 
between the left and right frames of (a) 9 pixels, (b) 5 pixels, and (c) 1 
pixel. 
 

D.4. The Distance between the Robot and the Landmark 
The measurement of the distance between the robot itself 

and the landmark is accomplished by the modified IBDMS 
[12]-[13] approach. The details of the distance measurement 
are described in the following subsections. 
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D.4.1. Intrinsic Parameters of the CCD 
Here we try to find the intrinsic parameters of the CCD 

cameras regardless of the CCD makers. The relationship of the 
distance between the CCD camera and the object and some 
parameters are shown in Fig. 19. In Fig. 19, OP is the optical 
origin; �H and �V are the horizontal and vertical viewpoints, 
respectively. DOP is the distance between OP and the edge of 
the CCD lens. 

 

 
Fig. 19: CCD camera internal parameters diagram. 

 
In order to find the distance between the CCD center and 

object, �H, �V, and DOP must be found first. We can capture the 
width of an object, DH1(max), with a pre-defined position, DA, 
and the width of the same object, DH2(max), with a pre-defined 
position, DB. The two captured frames can be combined to 
form Fig. 20(a). 

 

 
 (a) 

 
(b) 

Fig. 20: The intrinsic parameters measuring system (a) horizontal 
viewpoint, (b) vertical viewpoint. 

 

Similarly, we can capture DV1(max) and DV2(max) with 
known pre-defined positions of DA and DB in two frames, 
respectively. These two captured frames can be combined to 
form Fig. 20(b). Due to the characteristics of the CCD camera, 
there is a DOP difference in between DA and DK1, and there is 
also a DOP difference in between DB and DK2. Same thing 
happens in the vertical viewpoint as shown in Fig. 20(b). 
Together with Figs. 20(a) and 20(b) and the trigonometric 
functions we can derive �H and �V in (11) and (12). 
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By the theorem of similar triangles and Figs. 20(a) and 

20(b), the horizontal and vertical DOP’s can be found as shown 
in (13) and (14). 
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DOP can be found by averaging DOP(V) and DOP(H) as shown 

in (15): 
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 (15) 

 
The above approach can be applied to find the intrinsic 

parameters for any kind of CCD cameras. 
 

D.4.2. Image-Based Distance Measurement 
By the IBDMS approach for calculating the distance 

between the CCD camera and landmark, FH and FV must be 
converted to DH(max) (the maximum horizontal width) and 
DV(max) (the maximum vertical width). The relationships of 
FH and DH(max) and FV and DV(max) are depicted in Fig. 21, 
and the conversion equations are shown in (16) and (17). 

 

       ( )
( ) H

H SH
H

F maxD max D
F

	 �                           (16) 

       ( )
( ) V

V SV
V

F max
D max D

F
	 �                           (17) 

 
For a 320×240 picture frame, FH(max) = 320, FV(max) = 

240, DSH = 20cm, and DSV = 60cm. FH and FV are the lengths 
in pixels for horizontal and vertical lengths of the landmark in 
the picture frame as shown in Fig. 22. 
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(a)                                                             (b) 
 

Fig. 21: Three-dimension distance measurement. (a) horizontal measurement, 
(b) vertical measurement. 

 

 
Fig. 22: The horizontal and vertical information of the landmark in the frame. 
 

By the IBDMS approach, the distance DK (photo-distance), 
between the CCD camera and the landmark, by the horizontal 
view can be found from (18), and the vertical view can be 
found from (19). 
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2 2

H
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Due to the non-ideality of the CCD lens and the brightness 

of light, the measurement of DK may be not accurate enough. 
It can be fine-tuned by the artificial neural network technique. 
The neural network technique is described in the following 
subsection. 

 
D.5.The Improved IBDMS 

So far several neural network methods have been proposed, 
such as back propagation neural (BPN) network, self-
organizing neural network, etc. Because the BPN network has 
the advantages for higher learning precision and fast recall 
speed [16]. Here we use the technique of BPN network to find 
a more accurate distance between the robot and landmark. 
There are seven steps to improve the distance precision by the 
BPN network and the procedures are shown in Fig. 23 [17]. 

 

  
Fig. 23: The procedure for improving precision. 

 
By the neural network method, we can get a more accurate 

distance between the robot and landmark. 
 

D.6. Calibration of the Self-Localization Direction 
Here we use the rotation angle of the pan motor to decide 

the robot direction. It assumes that the rotation angle, �’, of 
the pan motor to be 0 degree when the center of the landmark 
is at the center of the frame. The pan motor can rotate left and 
right 25 degrees, respectively. However, the pan motor angle 
is � instead �’ as shown in Fig. 24. In order to find �’, we 
must measure the horizontal pixel numbers, XC, of the center 
of the landmark. From Fig. 24, when �’ is found, we can find 
� and then the absolute coordinate x’ and y’ can be calculated 
as follows: 

 
 

                                                                                               (20) 
 
 

 
Fig. 24: The direction of the robot in the soccer field. 

 

III. EXPERIMENTAL RESULTS  
The experiment is based on the feature of the competition 

field for the 2009 RoboCup soccer humanoid league. The 
resolution is 320×240 pixels, and the frame rate is 30 fps. The 
field contains two goals and two landmark poles. Because the 
width of the robot shoulder is 26cm, we set the unit length of 
the coordinate to be 30cm in length and the field can be divided 
into 29×17 blocks as shown in Fig. 25. The experimental robot 
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vision module comprises a single CCD camera and pan/tilt 
motors as shown in Fig. 18. The CCD camera is the Logitech 
QuickCam® Pro [18] for Notebooks, and the pan/tilt motors 
are ROBOTIS Dynamixel AX-12 [19].  

 

(a)                                                   (b) 
Fig. 25: The RoboCup soccer field. (a) the original field with 29�17 blocks, (b) 

the coordinate of the soccer field [3]. 
 

Fig. 26: The robot vision module. 
 

A. Room- in and room-out of the picture frame  
In this experiment, the camera is set in the center of the 

field. The scene simulates that the robot kicks ball into the 
goal and the vision system will track the ball. The 
experimental results of the accuracy rate and average fps 
under different resolutions and ARM are shown in Table 2. 
“False Positive” means the error misdiagnosis. “False 
Negative” means that it does not recognize the object. 
According to Table 2 we find that even though the 320×240 
resolution had high accuracy rate, the process speed is slow. 
The 80×60 resolution has the highest processing speed, but it 
has low accuracy rate. By this approach, it gets high accuracy 
rate only when the object is close to the camera. On the other 
hand, the proposed ARM does not only have high accuracy 
rate, but also keep high processing speed.  

 
Table 2: The experimental results of accuracy rate and average fps under 

different resolutions and ARM. 

Resolution Total 
Frame 

Object 
Frame 

False 
positive 

False 
Negative 

Accuracy 
Rate 

Average
fps 

320×240 124 87 0 3 86.55% 14.2 
160×120 230 164 2 43 72.56% 24.3 

80×60 242 181 1 110 38.67% 29.1 
ARM 135 97 1 2 96.91% 20.5 

 

B. The function of object recognition 
In this experiment, several scenes are simulated: Scene 1, it 

closes the ball slowly. Scene 2, the camera turns left to see the 
BYB landmark and keeps turning until the BYB landmark 
disappears. Scene 3, the camera turns up to see the goal and 

turns right and then turns left until the goal disappears. Scene 
4, The YBY landmark is always in the frame and the ball 
enters from the bottom of the frame and then the camera turns 
left to see the similar color object. Scene 5, the camera turns 
left to see the YBY landmark, ball, and goal respectively. The 
experimental results of these scenes are shown in Table 3.  

 
Table 3: The experimental results of the several kinds of scene  

simulation. 

Scene Total
Frame

Object 
Frame 

False 
positive 

False 
Negative

Accuracy
Rate 

(1)ball 691 691 0 7 98.99%
(2)landmark 290 191 3 21 87.43%

(3)goal 232 212 0 13 93.87%
(4)ball&landmark 753 753 0 18 97.61%

(5)ball&goal&landmark 616 616 12 68 87.01%
Total 2582 2463 15 127 94.23%

 

C. Obtaining the Camera Intrinsic Parameters  
According to Section D4.1, we set the distance step as 10cm 

and start from DK=30cm to measure DH(max) and DV(max) 
until DK=400cm. The values of �H, �V and DOP can be obtained 
accordingly. The averaged intrinsic parameters of �H, �V and 
DOP can be found by (21), (22), and (23), respectively. 
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D. The Analysis for the Actual Measuring Distance  
This work uses IBDMS and improved IBDMS techniques 

to measure the distance between the robot and landmark from 
30cm to 400cm. Fig. 27 shows the errors between the 
measuring distance and actual distance, and the results are 
listed in Table 4. In the distance from 30cm to 400cm, the 
average and maximum errors for the IBDMS are 7.08cm and 
15.0cm, respectively. On the other hand, those of the 
improved IBDMS are 0.82cm and 6.0cm, respectively. The 
proposed improved IBDMS approach improves the accuracy 
significantly. 

 

 
Fig. 27: The distance differences for the IBDMS, improved IBDMS, and 

actual distance. 
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Table 4: Comparisons of the maximum and average error for different 
Methods. 

Total experimental point = 130 

Situation Correct Incorrect Accuracy rate 
AVBSLS (IBDMS) 92 38 70.8% 
AVBSLS (Improved 

IBDMS) 120 10 92.3% 

 

E. The Results for the Self-Localization in the Contest Field  
The robot position was measured by IBDMS and AVBSLS 

in the actual field. Since the left and right sides of the field are 
with the same situation (as shown in Fig. 26), without loss of 
generality this experiment focuses on the right side of the field. 
Fig. 28 shows the measurement results of various locations for 
the robot by AVBSLS, where the stars indicate the various 
locations of the robot.  

 

 
Fig. 28: The positions of the improved architecture. (The stars are the robot 

locations on the correct positions at that moment.) 

IV. CONCLUSION 

This work proposes an efficient approach AVBSLS of self-
localization and object recognition for humanoid robot. The 
major mechanism is a single CCD camera and pan motor on 
the robot head. This research accomplishes self-localization 
and object recognition for humanoid robot within an image 
and the landmark can be located at any position in the frame. 
The humanoid robot can use any type of CCD camera. 
Through the camera intrinsic parameters and the proposed 
AVBSLS, the position of the humanoid robot can be found. 
The distance between the robot and the landmark is measured 
by the improved IBDMS method. Compared with IBDMS, the 
improved IBDMS approach has less average error. Therefore, 
the accuracy for self-localization can be increased 
significantly. Due to the simple processing operation by ARM 
approach, the processing speed can be as high as 15 fps.  
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